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ABSTRACT

Improving e-government services by using data more effectively is a major focus globally. It requires Public Administrations to be transparent, accountable and provide trustworthy services that improve citizen confidence. However, despite all the technological advantages on developing such services and analysing security and privacy concerns, the literature does not provide evidence of frameworks and platforms that enable privacy analysis from multiple perspectives, and take into account citizens' needs with regards to transparency and usage of citizens information. This paper presents the VisiOn (Visual Privacy Management in User Centric Open Requirements) platform, an outcome of a H2020 European Project. Our objective is to enable Public Administrations to analyse privacy and security from different perspectives, including requirements, threats, trust and law compliance. Finally, our platform-supported approach introduces the concept of Privacy Level Agreement (PLA) which allows Public Administrations to customise their privacy policies based on the privacy preferences of each citizen.
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1 INTRODUCTION

An increasing number of government operations take advantage of new technological advances [17, 26] (e.g., Cloud and Big Data), moving toward e-government. This direction has provided new challenges for software engineers associated with information and data privacy management, technological complexity and restrictive laws and regulations [1]. From a societal perspective, citizens' lack trust for such services and their perception on how Public Administrations (PAs) store and deal with their data along with the lack of transparency, are a bottleneck to the wide adoption of e-government [10]. On the other hand, from a technical perspective, in e-government multiple organisations might require to process citizens’ private data differently. This rises a major concern about the accountability of the PAs involved.

Existing privacy engineering frameworks, platforms and models [15, 16, 18, 28] do not support analysis of privacy issues from different perspectives (e.g., organisational, business-process, threat and mitigation), nor they allow public administration authorities to take into account citizens’ needs in order to make their services transparent. Moreover, they fail to combine such analyses with trust analysis in order to better understand how trust influences the citizen needs and how it impacts potential privacy threats and mitigation strategies. A higher level of trust is very likely to increase the adoption of e-government by the society [3, 5].

This paper proposes a holistic, platform-supported approach for privacy protection in e-government that provides solutions to both the societal and the technical challenges discussed above. In particular, it contributes to improving privacy in e-government services through: a) the enhancement of user trust and confidence in e-government services, by combining existing software engineering approaches and modelling languages, in order to analyse trust relationships between citizens and PAs, and identify ways of strengthening such relationships, which could result in decreasing the number of users that are reluctant to use such services; b) the improvement of transparency, by imposing accountability to service providers (e.g., public authorities) with regard to privacy of citizen information; c) the empowerment of users (i.e. citizens and
Public Administrators), by providing a new type of Privacy Management system that allows them to take control over their data; d) the construction of personalised privacy agreements between governments and citizens, based on the individual preferences of the latter (e.g., choose which third party organisations will have access to their personal data) and through the provision of a privacy policy enforcement mechanism to guarantee that these agreements are respected.

The paper is structured as follows: Section 2 overviews the baseline of our work. Next, Section 3 presents the VisiOn Privacy Platform. Section 4 evaluates the platform with a real case scenario. Section 5 discusses related work while Section 6 concludes the paper.

2 BASELINE

In this section we present a set of research tools that constitute the baseline of our proposal. These tools support privacy analysis of socio-technical systems [7]. These tools allow capturing requirements for PA systems, systematically creating privacy policies and enforcing them.

2.1 Privacy by Design

Privacy by Design (PbD) is an approach to protecting privacy by embedding it into the design specifications of technologies, business practices, and physical infrastructures. PbD is currently included in the revised draft regulation for data protection in the EU [21], referred to as ‘Data Protection by Design’ in order to increase incentives to implement PbD for both suppliers of systems that process personal data and for government organisations that procure such systems. The following modelling tools adopt the concept of PbD by providing the means to systematically elicit and document privacy, security and trust requirements.

STS-Tool This tool supports the Socio-Technical Security Modelling Language (STS-ml) [8]. STS-ml allows modelling privacy and security aspects from social and organisational perspectives of PA systems. STS-ml enables its users to perform the following activities: a) capture the source and destination entities in a transmission of citizens’ information and thus enhancing the transparency of the e-government services; b) identify privacy requirements and potential conflicts with social and organisational aspects of the system; c) specify who is authorised to access information of citizens. For example, STS-ml can be used to specify confidentiality requirements on medical record of patient’s hospital, to specify how such information is transmitted and check whether the confidentiality is preserved or there are security leaks in the systems.

SecBPMN2 This tool uses an extension of BPMN 2.0 [20], the standard modelling notation for business processes, with security and privacy concepts. SecBPMN2 [24] allows to: a) specify secure business processes, i.e. business processes with annotated security aspects; b) define privacy policies, i.e. procedural constraints with privacy properties; c) verify privacy policies against secure business processes; d) verify if business processes are compliant with citizen requirements; e) generate a report that describes the secure business processes and the privacy policies specified by PAs. For example, SecBPMN2 allows PA administrators to specify business processes, implemented within a hospital, and capture how to store and distribute medical records of patients. Therefore, SecBPMN2 allows to verify that such processes do not violate security constraints, such as the restriction of distribution of medical record only to authorised doctors.

SecTro This tool supports the Secure Tropos [19], a security-aware software systems development methodology that shares several concepts with STS-ml on modelling socio-technical systems. SecTro allows the detection of security and privacy threats that could prevent the modelled system from fulfilling its goals or compromise the privacy of the data that handles. Moreover, SecTro allows the detection of vulnerabilities and the selection of security and privacy mechanisms, through a pattern library, to protect them. This library also guides the user on which pattern is most suitable, based on the threat that is addressed. The main purpose of this tool is to explicitly capture the security requirements of the analysed system and to facilitate the selection of a suitable security mechanism in order to mitigate potential attacks.

JTrust This tool supports a methodology for modelling and reasoning about trust relationships and for assessing the trustworthiness of a system under development. JTrust [22] enables PAs to model the privacy related trust relationships that affect the trustworthiness of their systems in terms of ensuring privacy. The tool also allows reasoning about these trust relationships in a structured way, facilitating the identification of technical or organisational controls in cases where there are gaps of trust, in order to ensure that data privacy is preserved. In the context of e-government services, capturing the level of trustworthiness between citizens and other organisations, contributes to eliciting questions about permitting of refusing access of their data to the latter.

CARiSMA The Compliance, Risk, and Security Model Analyzer (CARiSMA) tool allows modelling system architectures using UMLsec [13] diagrams. UMLsec is an extension of UML [4] in form of a UML profile that provides model driven development for secure information systems. The tool supports and implements UMLsec checks on compliance, risk or security. Tags and stereotypes are used to express security requirements and assumptions on system environments. CARiSMA is used for analysing the enforcement of security constraints at architectural level, as well as the enforcement of security requirements of citizens in the PA system. In particular, the latter will increase the security level of the system and therefore, in the long term, the trust of the citizens in the application.

2.2 Privacy Policies

Every PA, when dealing with data collected from the citizens, is required to apply certain privacy policies that must be compliant with the existing laws and guarantee that they will be respected. These policies are usually a result of explicitly stated preferences of the citizens provided through questionnaires. Hereby, we present two tools that facilitate the composition of questionnaires for eliciting privacy preferences and provide guidance to the citizens in answering them.

DAE The Dynamic Audit Engine (DAE) supports the elicitation of citizens’ privacy needs. DAE allows PAs to easily create questionnaires that are used by the citizens in order to provide their preferences about privacy of their data (e.g., who can access, for which service, for how long, if the data can be shared, etc.). PAs use
this tool for either creating a single questionnaire for their system or multiple ones that refer only to specific services they provide. This way they can link them to citizens according to the services they wish to use. The questionnaires can also be updated with new or additional information so citizens are always up to date with the new requirements of the PAs or express their preferences if new laws or policies are applied in the PA (e.g., new European law about data protection that mandates definition of a specific confirmation or definition by the user). The answered questionnaires form the privacy policies must be followed by the PAs.

**DVT** The Data Value Tool (DVT) uses simple questionnaires to capture the importance of citizens data and compares this with both the PAs’ expectations and citizens’ perspective. This tool calculates metrics, based on the answers of the questionnaires, and visualises the results to the users. This tool promotes the citizens’ awareness about privacy, since it communicates to the citizens the relative value of their data and, consequently, increases the trust of the citizens to the PA.

### 2.3 Privacy Enforcement and Law Compliance

In this section we present a set of tools that support run time and monitoring.

**LIONoso** The machine Learning and Intelligent OptimizatioN (LIONoso) tool [2] performs data analytics that focus on history based assessment and law compliance. The former consists of an analysis of the authorisations request to access citizen’s data and the generation of a prediction of the possible outcomes of subsequent requests. The latter part consists of a web-based component which permits: a) specification of how PAs use/manage citizen data; b) specification of constraints imposed by regulations and laws; c) verification of the conformance of the data management specified by the PAs with the constraints specified in laws and regulations. The main purpose of this tool is to guarantee to the citizens that a PA is compliant with the law.

**PAE** The Privacy Agreement Enforcer (PAE) tool [11] focuses on the protection of privacy of data by providing a policy and attribute-based access control functionality that is able to evaluate permissions for accessing confidential and private data. The protection of the privacy of the citizens’ data is conducted according to privacy policies, which are created automatically by PAE, using as basis the privacy preferences defined by the citizens. Furthermore, this tool allows to automatically update and modify privacy preferences from computer-medium level (formatted) to computer-low level (policies). Additionally, the tool is able to evaluate requests for accessing private data against these policies, checking the different policies that apply to that specific data and enforce the result. The purpose of this tool in the context of e-government services is to secure and protect the access to the citizens’ data by using as input the information of their privacy preferences and translating it to low level policies. Finally, PAE promotes accountability in e-government by processing and recording every access to the citizens’ data and, if necessary, provides information on rejected data requests.

**MANE** The Media Aware Network Element (MANE) tool is responsible for monitoring and filtering the network traffic. It acts as an extra layer of data protection by applying access rules according to the data received from PAE. MANE provides additional protection of the privacy of citizens’ data in the system as it monitors data exchange between a system storing sensitive data and a system that requests these data. MANE monitors exchanged packages by analysing, among other information, the data and the requester and then checks if the requester is in the white list of allowed accesses. If not then it prevents the host system from sending any data and registers and attempt of unauthorised access. The purpose of this tool is not only to control data requests to a system but also to monitor all data traffic in order to detect unauthorised transmissions. The control of the accesses is obtained from PAE, which, as we described previously, generates the privacy policies of the protected data. The automatic and continuous communication between these two tools guarantees that the data protection mechanism is always up to date.

### 3 THE VISION PRIVACY PLATFORM

In this section, we present the VisiOn Privacy Platform (VPP) which is designed to enable PAs, legal advisors, software and privacy engineers and domain experts to elicit privacy preferences from the citizens, identify privacy risks in the system-to-be and eventually propose countermeasures. Furthermore, our platform guides citizens to specify their privacy preferences and to increase their awareness about their personal data value. VPP also includes automated privacy protection mechanisms to guarantee that no personal information will leak by human error or malicious intention and therefore strengthening citizens’ trust in e-government services.

#### 3.1 VisiOn Architecture

The architecture of VPP, as shown in Figure 1, is composed of four major components namely, the Desktop Framework, the Web Framework, the VisiOn Database (VDB) and the Visualisation tool (ViTo).

The Desktop Framework is composed of the STS-Tool, SecBPMN2 SecTro, JTrust and CarisMA. These tools, as described in the previous section, allow PAs to capture the privacy and security requirements for their systems in the diagrams of their respective modelling languages. These diagrams are stored in the VDB as well as additional information that is used to guide the privacy preferences elicitation from the citizens and the privacy policies that PAs will apply.

The Web Framework consists of LIONoso, PAE, MANE, DAE and DVT and offers four main functionalities: i) assists PAs to create privacy policies; ii) ensures that these policies conform to existing laws; iii) allows citizens to state and update their privacy preferences; iv) ensure that the privacy policies are respected. The main output of this framework is the Privacy Level Agreement (PLA), a bilateral contract between a citizen and a PA, which states how the latter shall handle the data of the first one, based on the provided privacy preferences and the guarantees offered by the system on security aspects. The PLA, an example of it is depicted in Figure 2, embodies the privacy policy that must be applied for each citizen.

For creating a PLA, the PA administrators provide an initial set of questions as input to the Web Framework which later on is enriched with metadata that support the automatic processing of
Towards this direction, CARiSMA performs security and privacy checks on the PA systems and generates reports with the results, which will be contained in the PLA of each citizen. The metadata generation is operated by the Desktop Framework and the DVT tool. Next, the citizens are requested to answer this questionnaire to state their privacy preferences. The answers are exported along with the questions and their metadata to the VDB in two different formats. One format contains questions, answers and metadata in a machine-readable document, the other format is a typeset textual representation of the filled questionnaire, excluding the metadata and intended to be displayed in the PLA document.

The PLA is populated with security and privacy reports in order to demonstrate the compliance level of the PA privacy policies with privacy laws and increase citizens’ awareness on data valuation. Towards this direction, CARiSMA performs security and privacy checks on the PA systems and generates reports with the results, which will be contained in the PLA of each citizen. Then, LIONoso is responsible to check the compliance of the information treatment declaration of the PA system with EU and the PAs’ country’s privacy laws, in order to assess citizens’ privacy requirements coverage, based on both historical values and monitoring results. Finally, DVT provides an indication to citizens regarding their perception of the value of their data, using enhanced visualisation elements.

At runtime, the purpose of the Web Framework and in particular PAE, MANE and LIONoso, is twofold. First, it allows to monitor events and traffic within the PA’s system in order to provide to the citizens and the PAs the means of controlling who is requesting the data and to ensure that the privacy preferences set by the citizen are being fulfilled. Second, it enables the evaluation of requests, based on citizens’ privacy preferences. The main goal is to ensure that the privacy preferences of the citizens control the accesses to their data. Therefore, these preferences will be taken into account by the platform for evaluating every received request of their data.

The Visualisation Tool (ViTo) was created specifically for VPP. The purpose of this tool is to provide a web interface for the tools of the Web Framework and, in the back-end, to generate the PLA documents for each citizen, which are stored in and retrieved from the VDB. The interface provided by ViTo allows PAs to submit and refine their questionnaire. Moreover, it allows citizens to answer the questionnaire and display information about the value of the data the questions refer to. ViTo is also responsible to download on demand the PLA when requested by a citizen. Such software is essential for the VPP since it eases the access of citizens to their data, increasing the transparency of a PA system. The generation of the PLA is central for increasing the trust the citizens have in the PAs.

### 3.2 The VisiOn Privacy Platform Process

VPP, when applied in a PA system, is operated in three phases. The first two phases, namely Requirements Specification and PLA Generation are executed at design time, whereas the third, named PLA enforcement is executed at runtime. Below the steps of each phase are described.

**Requirements Specification Phase.** In the first of the three phases the PA administrator along with the IT experts of the organisation use the Desktop Framework tools in order to capture the requirements and the structure of the system-to-be, by performing the following steps:

**Step 1:** The PA administrator uses the STS-tool to perform a privacy analysis of their system. More specifically, the PA graphically represents the organisational structure of the modelled system, i.e. which entities participate, what are their goals and how they interact with each other. The model includes privacy requirements (e.g., if a document is confidential or not) that are associated with the transmission of citizens’ information among various entities within the system.

**Step 2:** With SecBPMN2 tool, the PA administrator models the business processes that are executed at the PA system and checks if security policies, derived from privacy requirements from Step 1, are satisfied by the business processes.

**Step 3:** The PA administrator uses the SecTro tool which imports the organisational structure and the privacy requirements, that are modelled in the STS-tool. The import is done through XSLT transformations in order to convert the diagram from one modelling language to the other. In the converted model, the PA associates threats to the fulfilment of the privacy and security requirements and vulnerabilities of the PA system and uses a pattern library to propose mechanisms that will mitigate them.

**Step 4:** The PA administrator uses JTrust which imports the same model as in Step 3. In this step, the PA models and analyses the trust relationships among the entities that participate in the PA system. When an entity is not considered sufficiently trustworthy in order to fulfil the goals that are assigned with, control mechanisms are introduced to enhance the trust to the system. For example, if a system user cannot be trusted to change their password often, the PA administrator introduces a control mechanism that monitors the last time the password was changed and deactivates the account of the user, unless they update their password.

**Step 5** The PA administrator uses CARiSMA to model the architecture of the PA system by using UMLsec. Then, the former performs

---

1. [https://www.w3.org/TR/xslt](https://www.w3.org/TR/xslt)
Figure 2: Example of a PLA

a security analysis in order to verify if the architecture satisfies the requirements imported from STS. The verification process includes checks on the security level of the communication among the components of the architecture.

**Step 6:** The PA administrator uses LIONoso to perform compliance check of the PA system against laws and regulations. More specifically, LIONoso permits to define the constraints specified by laws and regulation, and the operation executed by the PA system on citizens data. Then, the tool controls if the constraints are violated. If the model is found compliant, i.e. the laws are not violated, then the phase terminates, otherwise the PA must modify the system, starting from Step 1.

**PLA Generation Phase.** In the next phase, the PLA is generated by using the questionnaires provided by the PA and the answers given by the citizens.

**Step 1:** The PA administrator accesses DAE through ViTo, which guides the citizen to create questions to the citizens about the PA system and how they wish their data to be treated. DAE also collects the diagram information from the STS models and in particular what access rights are documented for each piece of data transmitted within the PA system. Then, the PA administrator forms questions accordingly to ask the citizens if they agree with these access rights.

**Step 2:** The PA administrator assigns scores to evaluate the sensitivity of the data mentioned in the questions. These values are inserted to DVT which presents in web diagram the value of the data mentioned in the PLA from a) the PA’s perspective; b) the citizen’s perspective; and c) an average of both.

**Step 3:** The PA administrator publishes the questionnaire.

**Step 4:** The citizens answer the questionnaire and provide their values for the sensitivity of their data.

**Step 5:** PAE collects the citizens’ answers and creates privacy policies that will be continuously monitored in the next phase.

**Step 6:** For each citizen that answers a questionnaire, ViTo gathers the responses from the citizens, the related laws, the diagram information, including the security and trust analysis results and the data value of the citizen’s data. This information composes the PLA for each citizen.

**PLA Enforcement Phase.** Every time there is a request for accessing data of a citizen, then the policies, dictated by the PLA, should be respected. This phase takes place at runtime and is implemented in the following steps:

**Step 1:** PAE receives a new request from an external entity to access data provided by a citizen and controls, based on the privacy policies created by the answers of the citizens to the questionnaires, if the access should be permitted or denied. Moreover, PAE sends notifications through ViTo to the citizen when someone attempts to access their data.

**Step 2:** MANE updates the network traffic rules based on PAE’s feedback. Therefore, if the access by the entity is permitted or denied by PAE, MANE will form a rule to permit or deny respectively future requests from the same entity for the same data.
Step 3: The logs created by PAE and MANE that contain information about the amount of requests which were denied or permitted, are inserted in LIONoso. The latter, performs a history based assessment and provides in the PLA page of the citizen a value about how the percentage of the requests to their data will be denied.

4 CASE STUDY

To better illustrate the functionalities and the benefits of VPP we present how it is applied in a real-world system which is part of the pilot stage of our project. The system belongs to DAEM S.A., a government organisation that develops e-government services for the Municipality of Athens (MoA) and other local government organisations in Greece. More specifically, DAEM S.A. is responsible for the development and maintenance of the Municipality of Athens Computer Services (MACS), an information system of MoA that stores and manages personal data of Athenian residents.

4.1 Motivating Scenario

MACS is integrated with information systems of other organisations such as hospitals, banks, the fiscal office, sports facilities and many others. The main purpose of MACS is to interconnect such organisations, store and transmit information that belongs to a citizen upon request (e.g., birth certificates) without requiring the citizen’s physical presence. In our scenario, the citizen wishes to buy a subscription at a local Swimming Pool facility. Athenian residents, i.e. Greek citizens whose permanent residence is registered in the city of Athens, have the right of a 10% discount. As proof of their residence, they are required to provide the facility with a birth certificate.

This certificate is provided directly by MACS to the information system of the swimming pool, as part of the e-government services in MoA. The request will be triggered when the citizen visits the swimming pool for the first time to buy their subscription. It is also required that the citizen provides a medical certificate to prove that they do not have any skin condition. This certificate can be provided by the citizen, who needs first to visit their physician. In case the citizen has recently received a medical certificate which is stored in the clinic’s database, MACS is able to retrieve it and forward it to the information system of the swimming pool facility.

The citizen, in order to access the area of the swimming pool in the facility, uses a badge. Each entrance is stored in the database of the information system and can be used to make personalised offers to the citizen. For example, such offers include higher discount for less popular hours or when the swimming pool is most busy.

In this scenario, there are three types of data of the system that will be handled by the PA system; a birth certificate, a medical certificate and the swimming pool access logs. Given that MACS is interconnected with numerous swimming pool facilities around Athens and other services, the citizen must provide their privacy preferences about which information wishes to be shared and how. Furthermore, the citizen, without knowing who is accessing their data might be reluctant to share it and eventually use MACS. This means that the PA administrators of MoA must guarantee the transparency of the data sharing process with other organisations. Finally, to avoid citizens blindly denying or permitting access to all their data, it is crucial to a) increase the awareness of the value of the shared data and b) inform the citizens about the mechanisms applied to protect their privacy.

4.2 Applying the VisiOn Privacy Platform

Hereby, we describe how VPP is integrated with MACS and illustrate execution instances of the three phases that we described in Section 3. Note that both MACS and VPP are installed in the premises of the MoA. Additionally, the data requested by each external service is always provided from or through MACS.

During the Requirements Specification phase, the administrators of MoA use the tools of the Desktop Framework to capture the organisational settings of the system and perform security and trust analysis. Given that multiple administrators might be working on the same models, and, therefore the Desktop Framework has more than one instances, a locking mechanism has been implemented in the VDB to avoid synchronisation issues.

First, the administrators of MoA design the STS-ml model of their system which describes the goals of each entity that participate in their system. In Figure 3, a partial STS-ml model is depicted which illustrates four actors, the Citizen, the Clinic, MoA which hosts the MACS system and the Swimming Pool (SP) Information System. The exchange of information that is captured in this model is annotated with privacy requirements. More specifically, the transmission of the medical certificate is associated with three requirements, i) confidentiality, i.e. the information is not disclosed to any unauthorised entity, ii) integrity, i.e. the information is not modified by any unauthorised entity and iii) undetectability, i.e. the inability for a third party to distinguish who is the user (among a set of potential users) using a service.

Next, the MoA administrators design the business processes that are implemented by MACS and the interaction with other systems, by using SecBPMN2. Figure 4 shows portion of a SecBPMN2 diagram for our scenario. In particular, the tool specifies two activities executed by the SP information system. The first activity, Arrange ticket price, changes the price of the entrance ticket, by using the Visiting Time Record which is created by the Citizen. The activity Allow access reads the Medical certificate and stores it in the database for future queries. The second activity, Charge ticket, ensures that the ticket price is charged to the user's account.

![Figure 3: Example of a partial STS-ml diagram](image-url)
local database, allowing the citizens to access the SP information system. SecBPMN2 extends BPMN 2.0 with security and privacy annotations, which are represented with orange solid circles. In this case, the medical certificate is associated to an integrity annotation, which means that only authorised users can modify the document. The non-repudiation annotation is linked to the second activity, and it specifies that the SP information system must store a proof of the execution of that activity.

Then, the MoA administrators use the SecTro tool in order to enrich the STS-ml model with security requirements. Figure 5 depicts the privacy requirement Prevent unauthorised detection, identified previously with STS, which is modelled as a privacy constraint that restricts the use of the resource Medical certificate. Therefore, the privacy objective that satisfies the privacy constraint is to achieve undetectability with regards to the Medical certificate of the citizen. Privacy mechanisms are stored in a library of tools and specific ones can be selected according to the needs of each case. In this case, a set of administrative tools was selected, such as smart cards and permission management, along with a set of anonymizer mechanisms, such as Hordes, GAP, and Tor. This analysis enables the justification of why specific privacy and security mechanisms need to be placed and added to the PLA to assure the citizen about the level of their privacy protection and increase their trust in the service provided by MoA.

For the next step of this phase, the MoA administrators construct, with the use of JTrust tool, a trust model, as shown in Figure 6, where the citizen depends on the SP information system to have their visiting time kept confidential. This dependency implies a trust relationship between the Citizen and the SP information system. The trust relationship is justified with reported trust, i.e. MoA reports that the SP information system can be trusted to keep the visiting time confidential. Such information is elicited as part of the domain investigation and analysis. As a result, there is an underlying assumption that MoA can be trusted, represented with an ellipse symbol. Consequently, a new dependency is introduced on MoA for the validity of what is reported. The newly introduced dependency, and therefore trust relationship, is justified with normative trust, which is trust that is based on the norms of the system’s environment. This information was elicited during the domain analysis. Likewise, there is an underlying assumption that the domain norm can be trusted. These two identified assumptions were further investigated and found to be valid. The developed model enabled the identification and justification of trust assumptions that underlie the analysis in order to be sound. In case there was lack of trust then control mechanisms would have to be added in order to enforce the fulfillment of goals such as visiting times to be kept confidential.
The use of the Desktop Framework is completed with CARiSMA, where the MoA administrators design the system’s architecture by using UMLsec. The security annotations over the elements of the UML diagram are inserted from the STS-ml model. Then, the tool performs checks to validate if the architecture satisfies the security requirements. For instance, in our design the component that represents the information system of a citizen’s clinic is connected with the component that represents MACS. Given that this transmission is annotated with a confidentiality requirement in STS-ml model on the side of the sender and the receiver, a security annotation must be added to both components, otherwise the checks performed by the tools will fail. This guarantees that the engineers of the system will implement all the necessary security measures to guarantee the protection of the citizen’s data.

The Requirements Specification process concludes with the compliance check of LIONoso which receives the three types of data transmitted through the system from the STS-tool. The MoA administrators must insert through ViTo the Greek and EU privacy laws related to these types of data. Then, they specify through the same interface the operations that are applied over this data, e.g., MoA produces birth certificate. When all operations and the subjects who perform them are defined, LIONoso checks if the prescribed operations are compliant with the existing laws.

When the system is verified by LIONoso to be compliant with the existing privacy laws, the MoA administrators proceed with the creation of the questionnaires with the use of DAE through ViTo. The website guides the administrators on the creation of the questions by demonstrating information derived from the STS model. In particular, DAE suggests to the administrators to create questions related to the storage and the transmission of the data that are modelled in STS. For example, a few questions submitted are: i) ‘Do you allow third parties to store your medical certificate?’, ii) ‘Do you allow sharing your birth certificate with third party organisations?’, iii) ‘Do you allow your access log to sport facilities to be used for commercial purposes?’.

When registering to MACS, the citizen has to answer a set of questions about which organisations that are integrated with MACS authorises to access their personal data and to handle them. For instance, they are asked if they wish the sport facilities that they are visiting to store and use for commercial use their visiting time record. DVT also provides them the information that this type of data is useful for the sport facilities organisations, in order to schedule their opening times and pricing policies. By sharing this information in the future, they could also receive personalised offers. Moreover, DVT informs that most citizens do not share this information, probably due to privacy concerns. After the questionnaire is published, every citizen when registering to MACS has to answer it. These answers formulate the privacy policies in PAE and ViTo generates and displays the PLA to each citizen.

After a few visits in the swimming pool, the SP information system will attempt to read the visiting time record of the citizen. PAE will receive this request and will check if this action is allowed, based on the PLA of the citizen. If the citizen forbids sport facilities to use their visiting time record for commercial purposes, then PAE has a policy, as the one shown in Table 1. The outcome of both PAE and MANE is forwarded as input to LIONoso which updates the number of requests to documents are being denied and displays it in the PLA.

After the request arrives at PAE, the result of the request, in this case is ‘Deny’, is forwarded to MANE, which creates network traffic rules, as the one shown in Table 2. This will cut automatically future requests to this piece of information. Moreover, a notification will be sent to the citizen about who tried to access their data and the result of the attempt.

If a malicious user or unauthorised entity attempts to access the citizen’s data, VPP will reject the request and inform the citizen about who requested access to their data. Hence, the citizen is continuously updated about who is accessing their data. This increases the trust of citizens in the PA as they will see system protects and informs of all accesses, being this valid or not. For example, if an administrator who works for the Swimming pool tries to access their Visiting Time record or their Medical certificate, the citizen receives a notification (e.g., via SMS) about who accessed their data, when and for what purpose.

The process that takes place at system level is the following. First, the information system of the Swimming pool which is integrated with MACS and VPP, sends the request of data to the latter. Then, PAE processes this request and, using the privacy policies defined by the citizen’s answers, detects the request is unauthorised. PAE registers this denied access and sends the information to LIONoso, which will process and display this information in the VPP as a new notification so the citizen, when accessing the system next time, can check it. Additionally, PAE will send the response of the request to the system informing about the denial of the request because of unauthorised permission. Additionally, VPP has a second line of protection of privacy of the data which is MANE. Therefore, if a malicious user would be able to retrieve the data from the database, using a third-party application that access directly to the data storage, MANE would check continuously the exchange of data in order to detect unauthorised accesses. If detected, it compiles the information and sends to LIONoso for notification to the citizen and the PA, as this illegal access could be a potential security weakness in the system. Consequently, the PA could use this information for revision of the security architecture of its system.

### 4.3 Discussion

Our platform with the use of the Desktop Framework, that we described earlier, allowed PA administrators to identify and model all the nodes (organizations, physical persons etc.) that the citizens’ data pass through and define the access rights of each one of them based on their goals. Such models offer better understanding of how e-government systems operate and what are the risks related
to private data. Additionally, by using SecTro and CARiSMA, the PA administrators are able to systematically identify the potential threats and vulnerabilities of their systems, propose defence mechanisms and how they mitigate the identified threats are also presented in the PLA in order to increase the citizens' trust to the PA system. The analyses performed by JTrust also contributes towards this direction, by justifying why each node of the system can be trusted or not and provide this information through the PLA.

Despite the high level of maturity of the modelling languages of the Desktop Framework tools, training the pilot partners of the VisiOn project to use them has been a cumbersome task. The main reason was the reduced capacity of the pilots to provide multiple experts in the areas of software and security engineering along with domain experts in order to collaboratively produce the required diagrams. To overcome this difficulty we organised workshops, tutorials and webinars which permitted our pilots to successfully use our tools and minimise the risk of human error. The user satisfaction has been confirmed during the evaluation process of VPP, where each pilot demonstrated the use of the platform, as it is integrated in their systems, and provided questionnaires.

Another contribution of our platform is the facilitation of the questionnaire creation for gathering privacy preferences from the citizens by DAE and VTo. More specifically, the diagram information provided by the tools of the Desktop Framework guides the PA administrators to ask questions about every data that is circulated within their system, ensuring the completeness of the privacy policies that will be composed from the answers. Moreover, by taking into account the opinion of the citizens on how they wish their data to be treated and customizing the privacy policies based on their preferences, VPP increases citizens' trust in e-government services. This can also be confirmed by the results of the aforementioned pilot evaluation. VPP also increases the awareness of the citizens about the value of their data and enables them to choose more carefully how they want their data to be managed in order to prevent future dissatisfaction.

Finally, the automated privacy enforcement provided by PAE and MANE relieves the PAs from the burden of performing manually regular audits on their systems to evaluate the level of privacy protection. These tools also promote transparency and accountability in e-government by capturing who requests what data, for what purpose and notify the citizen about these requests.

5 RELATED WORK

Various approaches have been proposed in the literature for systematically capturing privacy requirements. The Privacy Safeguard (PriS) [14] methodology enables the elicitation of privacy requirements in the software design phase, where privacy requirements are modelled as organisational goals. Next, in [25] the authors adopt the concepts of privacy-by-policy and privacy-by-architecture, and propose a three-sphere model of user privacy concerns, relating it to system operations (i.e. data transfer, storage and processing). Additionally, the Modelling and Analysis of Privacy-aware Systems (MAPaS) framework [6] is a framework for modelling requirements for privacy-aware systems. The ABC4Trust project [23] protects privacy in identity management systems. Differently than these works, VPP provides a start-to-end implementation of a privacy management approach that takes into account the PbD principles, since it starts with the elicitation of the user privacy needs and it ends with the provision of PA online services.

Trust analysis is yet another contributor to effective privacy management. A trust analysis method is proposed in [27] where the authors address the issues of trust at a requirements level and treat trustworthiness as an objective of the stakeholders. Next, in [12] the system analysis and design considers different domains in mobile communications. Additionally, in [9] the authors propose a method for discovering trade-offs that trust relationships bring between trust and control. Compared to these approaches, our work is applicable to PA organisations and the described platform facilitates the identification of organisational controls that will ensure privacy of citizens' data.

Recently, quite a few commercial products have been developed that highlight the importance of the individuals' data protection. The TRUSTe3 platform focuses on Data Privacy Management (DPM), enabling users to take control of a set of technology-driven solutions for managing privacy challenges. Disconnect is a software that facilitates users to easily understand the websites' privacy policies and realise how websites are handling their data. The common characteristic of these products is that they focus on the better analysis and comprehension of each privacy policy, protecting user from actions that will put their personal data in danger. Contrary to these products, VPP elicits from both sides (service providers and service consumers) their privacy preferences, developing personalised PLAs, according to them.

The Information Shield7 provides a repository containing all the necessary material that can assist companies and organisations to formalise or update their privacy policies, maintaining them compliant with the relevant laws and regulations, at national and international level. Nymity6 enables organisations to use an accountability approach to demonstrate data privacy compliance. 2B Advice7 is a group of companies offering consulting services concerning data privacy advice, software solutions and certifications. Otris privacy8 is a software for data protection management, focusing on the planning, setting-up, operation and decommissioning of data processing methods. OneTrust9 platform ensures the data privacy compliance, helping service providers to guarantee to their service consumers that they are compliant with the laws and the privacy policies. As opposed to these works, VPP follows a holistic approach in order to create each PLA, conducting security and privacy analysis of the information systems of each service provider, and ensuring that their processes are law compliant and based on these results, it retrieves the privacy preferences of a service consumer.

8https://www.truste.com
9https://disconnect.me/icons
7https://informationshield.com/
6https://www.nymity.com
5https://www.2b-advice.com
3https://onetrust.com
6 CONCLUSIONS
In this paper we presented a novel platform that improves privacy in Public Administration. In particular, VPP provides PAs with the ability to create citizen’s PLAs using citizens’ privacy preferences, which are elicited through clear and non-technical questionnaires. Also, VPP enables citizens to understand the value of their data, using enhanced visualisation elements, and use that value to determine their privacy preferences. Moreover, VPP brings together a set of software engineering methodologies and tools across different levels, from privacy requirements to run-time, and different perspectives, from data evaluation to privacy assurance. Such integration provides a clear advantage over existing software engineering approaches and tools, since it enables a holistic analysis of privacy needs that includes both PAs and citizens. Moreover, VPP is the only platform in the literature, which we are aware of, that identifies and analyses privacy threats for PAs and it enables them to allow citizens to indicate their preference for the potential privacy mechanisms that can be used to countermeasure the identified threats.

The project is strongly linked to citizens and PA authorities, and therefore provides socially important impacts. In particular, VPP increases user trust and confidence in PA online services, therefore decreasing the number of users that are reluctant to use such services. VPP enables, on one hand, PAs to manage private data in an accountable and transparent way, and on the other hand, it provides citizens with the ability to control their privacy when they must share their personal data with PAs. Moreover, VPP makes transparency and accountability inherent characteristics of all activities related to citizens’ data within PAs. Monitoring how this data is used after it has been given to PAs is one of the main functionalities of VPP provided by the Web Framework. This, along with the enforcement of PLA, plays a critical role in the maximisation of transparency and accountability.
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